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ABSTRACT 

 
  The objective of the model is to make the detection of social distance between people 

who are roaming on the roads and the footpaths or anywhere outdoors or in the society easy 

and more reliable. We know that when a naked human eye monitors the, accuracy is 

considerably low and also a human eye cannot monitor more than one group at a time. 

Therefore this system is introduced to make the process easy, accurate and consistent in 

monitoring people at all times by using 24/7 surveillance cameras. 

 

         This system is using the YoloV3 (You Only Look Once) which is the fastest object 

detection algorithm and contains several classes of objects for object detection. This algorithm 

is not only used for object detection but also used in finding the position of the object and 

tracking the movement of the object from one position to another. This feature will be used in 

finding the distance of the objects whose coordinates will further help in finding out the 

distance between each object in real time and determine whether they are following social 

distancing or not. 

  

         We also have a feature in YoloV3 to train the algorithm using custom datasets, since we 

are only using the algorithm for human subjects, we are going to train the data set based on 

human’s classification. We train the algorithm using COCO. COCO is a large-scale object 

detection, segmentation and captioning data set and has several other features which help us 

train the algorithm for the detection of objects. 

 

       In this system the prediction of the distance between objects in real time is taken place by 

using methods like Euclidean distance and centroid between the coordinates of the objects. The 

coordinates are given by the YoloV3 algorithm.  

 

     The system is designed to make the monitoring of the social distance easy, accurate and 

consistent at all times without using any means of manpower and by simply providing 24/7 

surveillance cameras. This reduces human cost and at the same time increases the ability to 

monitor more people at a time maintaining the accuracy. All this combined makes this system 

more effective, efficient and accurate. 
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1. INTRODUCTION  

 

 

1.1 PROJECT SCOPE 

The project titled as “Social Distance Predictor” is a Machine Learning based   

application which trains itself and improves every time on new scenarios. This project aims to 

design a social distance predictor which verifies the distance between two or more people is 

safe and is according to social distance norms provided by the government body. This Project 

helps monitor social distance between people in real time and help admins warn the people at 

public places. This system is more efficient, effective and accurate. At these hard times of 

covid, this helps in reducing immense man power for monitoring people and also drastically 

increases the accuracy to help people maintain social distance.  

 

1.2 PROJECT PURPOSE  

Covid - 19 is a deadly and a very dangerous disease which is causing chaos in every 

country and every place possible in this world. There have been strict rules created by the 

national body and world organisations to help prevent this deadly virus from spreading into 

communities. One of which is to maintain Social Distance, people must maintain a distance of 

1.5 Meters between each other in order to maintain social distance. We know that in public 

places where there is a huge crowd it is difficult to monitor people who maintain social distance 

especially in areas where there is dense population. In order to do so we have created this 

system which is based on machine learning model where it measures the social distance 

between two or more people in real time with the help of CCTV Cameras. The live footage 

from the CCTV cameras will go to the system where the system processes the social distance 

between two people and sends the output video to the admin and thus the admin could announce 

and take preliminary  precautions. 

 

1.3 PROJECT FEATURES 

Our proposed system aims to design a Social distance predictor based on computer 

vision that can adapt to different crowd situations. This system uses YOLO object detection 

algorithms which is trained on the COCO dataset which is classified on human subjects. 

Therefore  YOLO, according to its trained dataset detects the human subjects and gives the 

centroid coordinates of the human subjects and our program takes the coordinates of the 

centroid and measures the social distance between two or more centroids by calculating the 

Euclidean distance between them. Thus the system shows the classified human subjects in 

boxes and the color is given based on social distance, that is the human subjects those who 

maintain the social distance are classified in green boxes and those who don’t in red boxes thus 

indicating the admin of who and who is not maintaining the social distance regulations. 
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2. SYSTEM ANALYSIS 

  
System Analysis is the important phase in the system development process. The System 

is studied to the minute details and analyzed. The system analyst plays an important role to 

clean the data-bases on an everyday basis so that every day we have a clean database of 0 leaves 

approved and no leaves from the previous day are present in the present day. 

 

 

2.1 PROBLEM DEFINITION 

The problem of the existing system is, in these tough times of covid - 19 social 

distancing is a very important precaution to be taken by the public especially in the public 

places therefore the crowd will only follow the norms if they are always been warned and 

monitored. The traditional system initially was to keep the guards at the public place or the 

police men to maintain and keep a watch on the public of whether they are maintaining social 

distance and wearing masks, now there is a huge crowd everywhere and we need a large force 

which consists of more personnel to monitor and warn the crowd. Now also a human can only 

monitor a few people who are in his field of vision, and chances are not all people are warned 

by the personnel. Also the accuracy has been compromised since human beings cannot exactly 

measure the distance between two people. Therefore all these limitations have been solved in 

the proposed system. We have developed a system which would solve accuracy, require less 

personnel and is effective and efficient and uses computer vision and machine learning object 

detection which helps us detect the human subjects and thus helps us find out social distance 

between two or more people using algorithmic formulas. 

 

 

2.2 EXISTING SYSTEM 

In the existing system only we require more police personnel and more 

manpower in order to monitor people who are not maintaining social distance. Now 

there are many ways which the government bodies have defined to monitor social 

distance between people. 

● Police personnel - The police personnel are taking care in each area checking 

people who and who are not maintaining social distancing in public places and 

even in the vehicles it has been mandatory to maintain social distancing that is 

only the driver and one passenger sitting diagonal to the driver is allowed to 

travel that too in an urgent situation. 

● Lockdowns -  most of the public places have been locked down for a few days 

and only the most essential shops have been open to take groceries and they have 

also been limited to be open until a certain time. 

● Foot Marks - Now if someone has travelled in a public transport these days they 

might have noticed that there are footmarks and cross marks on the seats 
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indicating that people must follow social distance and only stand there where 

there are footmarks and only sit there where  there is no cross mark on the seat. 

● CCTV Surveillance:  Nowadays in public places there is 24/7 surveillance 

running and people are being manually pointed out by the admin who is sitting 

in the control center of the cameras. 

 

  

 

LIMITATIONS:  

● More man power is required  

● Time consuming for the person who monitors the people  

● Needs to follow a lot of additional precautions 

● Need to maintain a record of how many people are not maintaining social distancing 

● Less accurate in real time 

● Less efficient due to lack of monitoring of huge numbers of people in the crowded 

places and could only focus on those who are in the field of vision of the personnel 

monitoring the social distance maintenance. 

 

 

 

2.3 PROPOSED SYSTEM 

The aim of the proposed system is to solve all the problems and loopholes of the existing 

system. This system has been developed based on computer vision and machine learning which 

is a supervised trained model. The proposed system using the CCTV footage using that as the 

input video applying computer vision on it and detects the people by the algorithm known as 

YOLO which stands for you only look once, and returns the coordinates of the centroids of the 

detected human subjects. With the help of those coordinates we measure Euclidean distance 

and check whether the people are maintaining social distance or not. Here we require very few 

people, the person who is maintaining the system properly and the admin who monitors the 

CCTV surveillance. 

 The admin who monitors the CCTV surveillance is shown the output processed video. 

The ones who maintain social distance that is 1.5 Meters are shown in green boxes and the ones 

who don’t in red boxes. This model is more accurate and can monitor more people who are not 

maintaining social distance at a time. The object detection algorithm we have used is fast and 

accurate which has been trained to classify human subjects. 

 

ADVANTAGES 

● Ensures accuracy and efficiency. 

● Requires less manpower. 

● Reduces the overhead of maintaining shifts of people during day and night. 

● Depends on CCTV surveillance which is 24/7/ 
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● Minimum time needed for the various processing.  

● Greater efficiency. 

● Over-all better and easier service. 

● User friendliness. 

● Also gives the count of people who are not maintaining social distance therefore no 

need to keep a track of them. 

 

 

2.4 FEASIBILITY STUDY 

The feasibility of the project is analysed in this phase and the business proposal is put forth 

with a very general plan for the project and some cost estimates. During system analysis the 

feasibility study of the proposed system is to be carried out. This is to ensure that the 

proposed system is not a burden to the company. 

Three key considerations involved in the feasibility analysis are 

➢ Economic Feasibility  

➢ Technical Feasibility  

➢ Social Feasibility 

2.4.1 ECONOMIC FEASIBILITY 

The developing system must be justified by cost and benefit. Criteria to ensure that effort is 

concentrated on a project, which will give best, return at the earliest. One of the factors, 

which affect the development of a new system, is the cost it would require. The following are 

some of the important financial questions asked during preliminary investigation: 

• The costs conduct a full system investigation. 

• The cost of the hardware and software. 

• The benefits in the form of reduced costs or fewer costly errors. 

Since the system is developed as part of project work, there is no manual cost to spend for the 

proposed system. As the cameras are preinstalled at signals in many major cities, timers are 

available and surveillance centres are also present which means these centres can be used for 

running the algorithm to calculate signal time. Hence, the system can be developed because 

of its economic feasibility. 
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2.4.2 TECHNICAL FEASIBILITY 

This study is carried out to check the technical feasibility, that is, the technical requirements 

of the system. Any system developed must not have a high demand on the available technical 

resources. The developed system must have a modest requirement, as only minimal or null 

changes are required for implementing this system. 

2.4.3 SOCIAL FEASIBILITY 

This includes the following questions: 

• Is there sufficient support for the users? 

• Will the proposed system cause harm? 

The project would be beneficial because it satisfies the objectives when developed and 

installed. All behavioural aspects are considered carefully and conclude that the project is 

socially feasible. 

 

2.5 SOFTWARE REQUIREMENT SPECIFICATION 

A software requirements specification (SRS) is a document that captures a complete 

description about how the system is expected to perform. It is usually signed off at the end of 

requirements engineering phase. 

 

2.5.1 USER REQUIREMENTS 

User requirements, often referred to as user needs, describe what the user does with the 

system, such as what activities that users must be able to perform. User requirements are 

generally documented in a User Requirements Document (URD) using narrative text. User 

requirements are generally signed off by the user and used as the primary input for creating 

system requirements. 

 

2.5.2 SOFTWARE REQUIREMENT 

● Python 3.0 or above installed 

● Windows 10 or macOS X or Ubuntu 

● Tensorflow and openCV 

 

2.5.3 HARDWARE REQUIREMENT 

● Core i3 4th gen or more  

● 4GB RAM or more 

● SSD storage preferred 

● GPU preferred to train the model 
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● Camera Feed for input  

  

2.6 TECHNOLOGIES USED IN DEVELOPMENT 

 

● Language: python 3.0 

● IDE:  Visual Studio Code or jupyter notebook 

● Backend: Artificial Intelligence and Machine Learning  

● Major libraries: Tensor flow and openCV 

● Algorithm: YOLO v3  

● Dataset: COCO dataset based on human subjects 

● Deployment: Git and github  
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3. ARCHITECTURE  

 

3.1 PROJECT ARCHITECTURE     

Initially before understanding the project architecture it is important to understand the 

architecture of the YOLO algorithm. YOLO predicts multiple bounding boxes per grid cell. At 

training time, we only want one bounding box predictor to be responsible for each object. We 

assign one predictor to be “responsible” for predicting an object based on which prediction has 

the highest current IOU with the ground truth. This leads to specialization between the 

bounding box predictors. Each predictor gets better at predicting certain sizes, aspect ratios, or 

classes of object, improving overall recall.  

 

Fig. 3.1.1 Architecture of YOLO 

     

The YOLO framework (You Only Look Once) on the other hand, deals with object 

detection in a different way. It takes the entire image in a single instance and predicts the 

bounding box coordinates and class probabilities for these boxes. The biggest advantage of 

using YOLO is its superb speed – it’s incredibly fast and can process 45 frames per second. 

YOLO also understands generalized object representation. This is one of the best algorithms 

for object detection and has shown a comparatively similar performance to the R-CNN 

algorithms. 

 

How Does Yolo Framework work?     
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Now that we have grasp on why YOLO is such a useful framework, let’s jump into how 

it actually works. In this section, I have mentioned the steps followed by YOLO for detecting 

objects in a given image.  

● YOLO first takes an input image: 

 

● The framework then divides the input image into grids (say a 3 X 3 grid): 

 

● Image classification and localization are applied on each grid. YOLO then predicts the 

bounding boxes and their corresponding class probabilities for objects (if any are found, 

of course). 
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Pretty straightforward, isn’t it? Let’s break down each step to get a more 

granular understanding of what we just learned. 

We need to pass the labelled data to the model in order to train it. Suppose we 

have divided the image into a grid of size 3 X 3 and there are a total of 3 classes which 

we want the objects to be classified into. Let’s say the classes are Pedestrian, Car, and 

Motorcycle respectively. So, for each grid cell, the label y will be an eight-dimensional 

vector: 

 

●  pc defines whether an object is present in the grid or not (it is the probability) 

● bx, by, bh, bw specify the bounding box if there is an object 

● c1, c2, c3 represent the classes. So, if the object is a car, c2 will be 1 and c1 & c3 will 

be 0, and so on. 

 

Let’s say we select the first grid from the above example: 

  

Since there is no object in this grid, pc will be zero and the y label for this grid will be: 
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Here, ‘?’ means that it doesn’t matter what bx, by, bh, bw, c1, c2, and c3 contain as there is no 

object in the grid. Let’s take another grid in which we have a car (c2 = 1): 

 

  

Before we write the y label for this grid, it’s important to first understand how YOLO decides 

whether there actually is an object in the grid. In the above image, there are two objects (two 

cars), so YOLO will take the mid-point of these two objects and these objects will be assigned 

to the grid which contains the mid-point of these objects. The y label for the centre left grid 

with the car will be: 
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Since there is an object in this grid, pc will be equal to 1. bx, by, bh, bw will be calculated 

relative to the particular grid cell we are dealing with. Since car is the second class, c2 = 1 and 

c1 and c3 = 0. So, for each of the 9 grids, we will have an eight-dimensional output vector. 

This output will have a shape of 3 X 3 X 8. 

So now we have an input image and its corresponding target vector. Using the above example 

(input image – 100 X 100 X 3, output – 3 X 3 X 8), our model will be trained as follows: 

 

We will run both forward and backward propagation to train our model. During the testing 

phase, we pass an image to the model and run forward propagation until we get an output y. In 

order to keep things simple, I have explained this using a 3 X 3 grid here, but generally in real-

world scenarios we take larger grids (perhaps 19 X 19). 

Even if an object spans out to more than one grid, it will only be assigned to a single grid in 

which its mid-point is located. We can reduce the chances of multiple objects appearing in the 

same grid cell by increasing the more number of grids (19 X 19, for example). 

 

 

How to Encode Bounding boxes: 
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 As I mentioned earlier, bx, by, bh, and bw are calculated relative to the grid cell we are 

dealing with. Let’s understand this concept with an example. Consider the center-right grid 

which contains a car:    

  

So, bx, by, bh, and bw will be calculated relative to this grid only. The y label for this grid will 

be: 

 

pc = 1 since there is an object in this grid and since it is a car, c2 = 1. Now, let’s see how to 

decide bx, by, bh, and bw. In YOLO, the coordinates assigned to all the grids are: 
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bx, by are the x and y coordinates of the midpoint of the object with respect to this grid. In this 

case, it will be (around) bx = 0.4 and by = 0.3: 

 

bh is the ratio of the height of the bounding box (red box in the above example) to the height 

of the corresponding grid cell, which in our case is around 0.9. So, bh = 0.9. bw is the ratio of 

the width of the bounding box to the width of the grid cell. So, bw= 0.5 (approximately). The 

y label for this grid will be: 

  

Notice here that bx and by will always range between 0 and 1 as the midpoint will always lie 

within the grid. Whereas bh and bw can be more than 1 in case the dimensions of the bounding 

box are more than the dimension of the grid. 

In the next section, we will look at more ideas that can potentially help us in making this 

algorithm’s performance even better. 

 

INTERSECTION OVER UNION AND NON-MAX SUPPRESSION 

Here’s some food for thought – how can we decide whether the predicted bounding box is 

giving us a good outcome (or a bad one)? This is where Intersection over Union comes into the 

picture. It calculates the intersection over union of the actual bounding box and the predicted 

bonding box. Consider the actual and predicted bounding boxes for a car as shown below: 
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Here, the red box is the actual bounding box and the blue box is the predicted one. How can 

we decide whether it is a good prediction or not? IoU, or Intersection over Union, will calculate 

the area of the intersection over union of these two boxes. That area will be: 

  

IoU = Area of the intersection / Area of the union, i.e. IoU = Area of yellow box / Area of green 

box 

If IoU is greater than 0.5, we can say that the prediction is good enough. 0.5 is an arbitrary 

threshold we have taken here, but it can be changed according to your specific problem. 

Intuitively, the more you increase the threshold, the better the predictions become. 

There is one more technique that can improve the output of YOLO significantly – Non-Max 

Suppression. 

 

One of the most common problems with object detection algorithms is that rather than detecting 

an object just once, they might detect it multiple times. Consider the below image: 
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Here, the cars are identified more than once. The Non-Max Suppression technique cleans up 

this up so that we get only a single detection per object. Let’s see how this approach works. 

1. It first looks at the probabilities associated with each detection and takes the largest one. In 

the above image, 0.9 is the highest probability, so the box with 0.9 probability will be selected 

first: 

  

2. Now, it looks at all the other boxes in the image. The boxes which have high IoU with the 

current box are suppressed. So, the boxes with 0.6 and 0.7 probabilities will be suppressed in 

our example: 

  



                                                                                               SOCIAL DISTANCE PREDICTOR  

 
 

 

 
 CMRTC          22 

3. After the boxes have been suppressed, it selects the next box from all the boxes with the 

highest probability, which is 0.8 in our case: 

  

4. Again, it will look at the IoU of this box with the remaining boxes and compress the boxes 

with a high IoU: 

  

5. We repeat these steps until all the boxes have either been selected or compressed and we get 

the final bounding boxes: 

  

This is what Non-Max Suppression is all about. We are taking the boxes with maximum 

probability and suppressing the close-by boxes with non-max probabilities. Let’s quickly 

summarize the points which we’ve seen in this section about the Non-Max suppression 

algorithm: 
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1. Discard all the boxes having probabilities less than or equal to a pre-defined threshold (say, 

0.5) 

2. For the remaining boxes: 

1. Pick the box with the highest probability and take that as the output prediction 

2. Discard any other box which has IoU greater than the threshold with the output box 

from the above step 

3. Repeat step 2 until all the boxes are either taken as the output prediction or discarded 

There is another method we can use to improve the perform of a YOLO algorithm – 

let’s check it out. 

 

ANCHOR BOXES 

 We have seen that each grid can only identify one object. But what if there are multiple 

objects in a single grid? That can so often be the case in reality. And that leads us to the concept 

of anchor boxes. Consider the following image, divided into a 3 X 3 grid: 

  

Remember how we assigned an object to a grid? We took the midpoint of the object 

and based on its location, assigned the object to the corresponding grid. In the above example, 

the midpoint of both the objects lies in the same grid. This is how the actual bounding boxes 

for the objects will be: 
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 We will only be getting one of the two boxes, either for the car or for the person. But if 

we use anchor boxes, we might be able to output both boxes! How do we go about doing this? 

First, we pre-define two different shapes called anchor boxes or anchor box shapes. Now, for 

each grid, instead of having one output, we will have two outputs. We can always increase the 

number of anchor boxes as well. I have taken two here to make the concept easy to understand: 

  

This is how the y label for YOLO without anchor boxes looks like: 
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What do you think the y label will be if we have 2 anchor boxes? I want you to take a moment 

to ponder this before reading further. Got it? The y label will be: 

  

 the first 8 rows belong to anchor box 1 and the remaining 8 belongs to anchor box 2. 

The objects are assigned to the anchor boxes based on the similarity of the bounding boxes and 

the anchor box shape. Since the shape of anchor box 1 is similar to the bounding box for the 

person, the latter will be assigned to anchor box 1 and the car will be assigned to anchor box 

2. The output in this case, instead of 3 X 3 X 8 (using a 3 X 3 grid and 3 classes), will be 3 X 
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3 X 16 (since we are using 2 anchors). So, for each grid, we can detect two or more objects 

based on the number of anchors. Let’s combine all the ideas we have covered so far and 

integrate them into the YOLO framework. 

3.1.1 COCO Dataset 

 COCO (Common Object in Context) is a large image dataset designed for object 

detection, segmentation, person key points detection, stuff segmentation, and caption 

generation. This package provides Matlab, Python, and Lua APIs that assists in loading, 

parsing, and visualizing the annotations in COCO. For our system we used the COCO dataset 

to classify for the human subjects. 

 

 

 

3.1.2 Project Architecture (System): 
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   Fig 3.1.2.1 Project Architecture 

 

The recorded overhead data sets (input video converted to frames) are split into training 

and testing sets. A deep learning-based detection paradigm is used to detect individuals in 

sequences.  

There are a variety of object detection models available, due to the best performance 

we are using YOLO V3 algorithm. The model used single-stage network architecture to 

estimate the bounding boxes and class probabilities. The model was originally trained on the 

COCO (Common objects in context) data set. For overhead view person detection, transfer 

learning is implemented to enhance the detection model's efficiency, and a new layer of 

overhead training is added with the existing architecture.  
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After detection, the bounding box information, mainly centroid information, is used to 

compute each bounding box centroid distance. We used Euclidean distance and calculated the 

distance between each detected bounding box of peoples. Following computing centroid 

distance, a predefined threshold is used to check either the distance among any two bounding 

box centroids is less than the configured number of pixels or not. If two people are close to 

each other and the distance value violates the minimum social distance threshold. The bounding 

box information is stored in a violation set, and the color of the bounding box is 

updated/changed to red. A centroid tracking algorithm is adopted for tracking so that it helps 

in tracking of those people who violate/breach the social distancing threshold. At the output, 

the model displays the information about the total number of social distancing violations along 

with detected people bounding boxes and centroids. 

In this work, YOLOv3 is used for human detection as it improves predictive accuracy, 

particularly for small-scale objects. The main advantage is that it has adjusted network structure 

for multi-scale object detection. Furthermore, for object classification, it uses various 

independent logistic rather than softmax. The model's overall architecture is presented in Fig. 

3.1.2.2 ; it can be seen that feature learning is performed using the convolutional layers, also 

called Residual Blocks. The blocks are made up of many convolutional layers and skip 

connections. The model's unique characteristic is that it performs detection at three separate 

scales, as depicted in Fig. 3.1.2.2 .The convolutional layers with a given stride are practiced to 

downsample the feature map and transfer invariant-sized features (Redmon & Farhadi, 2018). 

Three feature maps, as shown in Fig. 3.1.2.2, are utilized for object detection. 

 

   Fig. 3.1.2.2 Yolo Implemented for Human Detection 

 

The architecture shown in Fig. 3.1.2.2 is trained using an overhead data set. For that 

purpose, a transfer learning approach is adopted, that enhance the efficiency of the model. With 
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transfer learning, the model is additionally trained without dropping the valuable information 

of the existing model. Further, the additional overhead data set trained layer is appended with 

the existing architecture. In this way, the model takes advantage of the pre-trained and newly 

trained information, and both detection results are further deliver better and faster detection 

results. 

 

The architecture shown in Fig. 3.1.2.2 used a single-stage network for the entire input image 

to predict the bounding box and class probability of detected objects. For feature extraction, 

the architecture utilizes convolution layers, and for class prediction, fully connected layers are 

used. During human identification, as seen in Fig. 3.1.2.2, the input frame is divided into a 

region of S×S, also called grid cells. These cells are related to bounding box estimation and 

class probabilities. It predicts the probability of whether the center of the person bounding box 

is in the grid cell or not: 

Conf(p)=Pr(p)×IOU(pred,actual) 

 Pr(p) indicates that whether the person present is in the detected bounding box or not. The 

value of Pr(p) is 1 for yes and 0 for not. IoU(pred,actual) determines the Intersection Over 

Union of the actual and predicted bounding box. It is defined as (Redmon & Farhadi, 2018): 

IoU(pred,actual)=areaBoxT∩BoxP/BoxT∪BoxP 

where the ground truth box (actual) manually labeled in the training data set represented with 

BoxT, and the predicted bounding box is displayed as BoxP. area presents the area of 

intersection. An acceptable area is predicted and decided for each detected person in the input 

frame. The confidence value is applied after prediction to achieve the optimal bounding box. 

For each predicted bounding box, h,w,x,y are estimated, where bounding box coordinates are 

defined by x,y, and width and height are determined by w,h. The model produces the following 

predicted bounding box values as seen in Fig. 3.1.2.3 and Eq. (3) (Redmon & Farhadi, 2018); 

 

bx=σ(tx)+cx 

by=σ(ty)+cy 

bw=pwetw 

bh=pwhth 
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Fig. 3.1.2.3 Detection Coordinates of person bounding boxes 

 

In Eq. (3), bx,by,bw,bh are predicted coordinate bounding boxes, where the 

coordinates’ center is represented as x,y and width and height with w,h. tw,th,tx,ty, defined the 

network output and cx,cy are used to correspond the top-left coordinates of the grid cell as 

shown in Fig. 3.1.2.3, while the pw and ph are width and height of anchors. 

 

A threshold value is defined that process the high confidence values and discards the 

low confidence values. Using non-maximal suppression, the final location parameters are 

derived for the detected bounding box. At last, loss function is calculated, for detected 

bounding box (Redmon & Farhadi, 2018). The given loss function is the sum of three functions, 

i.e., regression, classification, and confidence. 

After detecting people in video frames, in the next step, the centroid of each detected 

person bounding boxes shown as green boxes are used for distance calculation, as shown in 

Fig. 3.1.2.4 (b). The detected bounding box coordinates (x,y) are used to compute the bounding 

box's centroid. Fig. 3.1.2.4(c) demonstrates accepting a set of bounding box coordinates and 

computing the centroid. After computing, centroid, a unique ID is assigned to each detected 

bounding box. In the next step, we measure the distance between each detected centroid using 

Euclidean distance. For every subsequent frame in the video stream, we firstly compute 

bounding box centroids shown in Fig. 3.1.2.4 (c); and then calculate the distance (highlighted 

with red lines) between each pair of detected bounding box centroids, Fig. 3.1.2.4 (d). The 

information of each centroid is stored in the form of a list. Based on distance values, a threshold 
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is defined to check if any two people are less than N pixels apart or not. If the distance violates 

the minimum social distance set or two people are too close, then the information is added into 

the violation set. The bounding box color is initialized as green. The information is checked in 

the violation set; if the current index exists in the violation set, the color is updated to red. 

Furthermore, the centroid tracking algorithm is used to track the detected people in the video 

sequence. The tracking algorithm also helps to keep track of people who are violating the social 

distance threshold. At the output, the model displays information about the total number of 

social distancing violations. 

 

  Fig. 3.1.2.4 Social Distance Prediction  
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3.2 USE CASE DIAGRAM 

 Use case diagram describes who are the actors and what all work each of the actors do 

using the system. In our system there are three actors since most of the work is done by the 

system itself. One is the System which evaluates the social distance in real time, the other one 

is the CCTV which gives the input footage to the system and the last one is admin who checks 

whether they are following the social distance or not.  

 

 

          Fig. 3.2 Use Case Diagram 
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3.3 CLASS DIAGRAM 

Class diagram shows the functions and methods performed by each of the actors, in the 

case of our system it shows what all functions and methods have been executed by each of the 

actors. 

 

                     Fig. 3.3 Class Diagram 
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3.4 Sequence Diagram 

  

 As we have seen in views/modules, we will see how the entire system works step by 

step and action by action from one actor to another in the following sequence diagram. 

Sequence diagram will show all the activities in the sequence of which the system is executed 

and how one activity passes on to another. 

 

 
 

                       Fig. 3.4 Sequence diagram  

 

 

 

 

 

 

 

 

 

3.5 Activity Diagram 
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It describes the flow of the activity states. 

 

 

  
   Fig. 3.5 Activity Diagram 
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4. IMPLEMENTATION 

 

4.1 Social Distance Detector.py  

 

# USAGE 

# python social_distance_detector.py --input pedestrians.mp4 

# python social_distance_detector.py --input pedestrians.mp4 --output output.avi 

 

# import the necessary packages 

from TheLazyCoder import social_distancing_config as config 

from TheLazyCoder.detection import detect_people 

from scipy.spatial import distance as dist 

import numpy as np 

import argparse 

import imutils 

import cv2 

import os 

 

# construct the argument parse and parse the arguments 

ap = argparse.ArgumentParser() 

ap.add_argument("-i", "--input", type=str, default="", 

 help="path to (optional) input video file") 

ap.add_argument("-o", "--output", type=str, default="", 

 help="path to (optional) output video file") 

ap.add_argument("-d", "--display", type=int, default=1, 

 help="whether or not output frame should be displayed") 

args = vars(ap.parse_args()) 

 

# load the COCO class labels our YOLO model was trained on 

labelsPath = os.path.sep.join([config.MODEL_PATH, "coco.names"]) 

LABELS = open(labelsPath).read().strip().split("\n") 

 

# derive the paths to the YOLO weights and model configuration 

weightsPath = os.path.sep.join([config.MODEL_PATH, "yolov3.weights"]) 

configPath = os.path.sep.join([config.MODEL_PATH, "yolov3.cfg"]) 

 

# load our YOLO object detector trained on COCO dataset (80 classes) 

print("[INFO] loading YOLO from disk...") 

net = cv2.dnn.readNetFromDarknet(configPath, weightsPath) 

 

# check if we are going to use GPU 

if config.USE_GPU: 
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 # set CUDA as the preferable backend and target 

 print("[INFO] setting preferable backend and target to CUDA...") 

 net.setPreferableBackend(cv2.dnn.DNN_BACKEND_CUDA) 

 net.setPreferableTarget(cv2.dnn.DNN_TARGET_CUDA) 

 

# determine only the *output* layer names that we need from YOLO 

ln = net.getLayerNames() 

ln = [ln[i[0] - 1] for i in net.getUnconnectedOutLayers()] 

 

# initialize the video stream and pointer to output video file 

print("[INFO] accessing video stream...") 

vs = cv2.VideoCapture(args["input"] if args["input"] else 0) 

writer = None 

 

# loop over the frames from the video stream 

while True: 

 # read the next frame from the file 

 (grabbed, frame) = vs.read() 

 

 # if the frame was not grabbed, then we have reached the end 

 # of the stream 

 if not grabbed: 

  break 

 

 # resize the frame and then detect people (and only people) in it 

 frame = imutils.resize(frame, width=700) 

 results = detect_people(frame, net, ln, 

  personIdx=LABELS.index("person")) 

 

 # initialize the set of indexes that violate the minimum social 

 # distance 

 violate = set() 

 

 # ensure there are *at least* two people detections (required in 

 # order to compute our pairwise distance maps) 

 if len(results) >= 2: 

  # extract all centroids from the results and compute the 

  # Euclidean distances between all pairs of the centroids 

  centroids = np.array([r[2] for r in results]) 

  D = dist.cdist(centroids, centroids, metric="euclidean") 

 

  # loop over the upper triangular of the distance matrix 

  for i in range(0, D.shape[0]): 
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   for j in range(i + 1, D.shape[1]): 

    # check to see if the distance between any two 

    # centroid pairs is less than the configured number 

    # of pixels 

    if D[i, j] < config.MIN_DISTANCE: 

     # update our violation set with the indexes of 

     # the centroid pairs 

     violate.add(i) 

     violate.add(j) 

 

 # loop over the results 

 for (i, (prob, bbox, centroid)) in enumerate(results): 

  # extract the bounding box and centroid coordinates, then 

  # initialize the color of the annotation 

  (startX, startY, endX, endY) = bbox 

  (cX, cY) = centroid 

  color = (0, 255, 0) 

 

  # if the index pair exists within the violation set, then 

  # update the color 

  if i in violate: 

   color = (0, 0, 255) 

 

  # draw (1) a bounding box around the person and (2) the 

  # centroid coordinates of the person, 

  cv2.rectangle(frame, (startX, startY), (endX, endY), color, 2) 

  cv2.circle(frame, (cX, cY), 5, color, 1) 

 

 # draw the total number of social distancing violations on the 

 # output frame 

 text = "Social Distancing Violations: {}".format(len(violate)) 

 cv2.putText(frame, text, (10, frame.shape[0] - 25), 

  cv2.FONT_HERSHEY_SIMPLEX, 0.85, (0, 0, 255), 3) 

 

 # check to see if the output frame should be displayed to our 

 # screen 

 if args["display"] > 0: 

  # show the output frame 

  cv2.imshow("Frame", frame) 

  key = cv2.waitKey(1) & 0xFF 

 

  # if the `q` key was pressed, break from the loop 

  if key == ord("q"): 
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   break 

 

 # if an output video file path has been supplied and the video 

 # writer has not been initialized, do so now 

 if args["output"] != "" and writer is None: 

  # initialize our video writer 

  fourcc = cv2.VideoWriter_fourcc(*"MJPG") 

  writer = cv2.VideoWriter(args["output"], fourcc, 25, 

   (frame.shape[1], frame.shape[0]), True) 

 

 # if the video writer is not None, write the frame to the output 

 # video file 

 if writer is not None: 

  writer.write(frame) 

 

 

 

4.2 Requirement.txt: 

Note: This is the file which consists of the packages and frameworks that we have used in 

the current project, before executing the project we first run a command to install these 

requirements on the command line or terminal. 

 

imutils 

numpy 

opencv-python 

Scipy 

 

4.3 Detection.py: 

# import the necessary packages 

from .social_distancing_config import NMS_THRESH 

from .social_distancing_config import MIN_CONF 

import numpy as np 

import cv2 

 

def detect_people(frame, net, ln, personIdx=0): 

 # grab the dimensions of the frame and  initialize the list of 

 # results 

 (H, W) = frame.shape[:2] 

 results = [] 

 

 # construct a blob from the input frame and then perform a forward 

 # pass of the YOLO object detector, giving us our bounding boxes 
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 # and associated probabilities 

 blob = cv2.dnn.blobFromImage(frame, 1 / 255.0, (416, 416), 

  swapRB=True, crop=False) 

 net.setInput(blob) 

 layerOutputs = net.forward(ln) 

 

 # initialize our lists of detected bounding boxes, centroids, and 

 # confidences, respectively 

 boxes = [] 

 centroids = [] 

 confidences = [] 

 

 # loop over each of the layer outputs 

 for output in layerOutputs: 

  # loop over each of the detections 

  for detection in output: 

   # extract the class ID and confidence (i.e., probability) 

   # of the current object detection 

   scores = detection[5:] 

   classID = np.argmax(scores) 

   confidence = scores[classID] 

 

   # filter detections by (1) ensuring that the object 

   # detected was a person and (2) that the minimum 

   # confidence is met 

   if classID == personIdx and confidence > MIN_CONF: 

    # scale the bounding box coordinates back relative to 

    # the size of the image, keeping in mind that YOLO 

    # actually returns the center (x, y)-coordinates of 

    # the bounding box followed by the boxes' width and 

    # height 

    box = detection[0:4] * np.array([W, H, W, H]) 

    (centerX, centerY, width, height) = box.astype("int") 

 

    # use the center (x, y)-coordinates to derive the top 

    # and and left corner of the bounding box 

    x = int(centerX - (width / 2)) 

    y = int(centerY - (height / 2)) 

 

    # update our list of bounding box coordinates, 

    # centroids, and confidences 

    boxes.append([x, y, int(width), int(height)]) 

    centroids.append((centerX, centerY)) 
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    confidences.append(float(confidence)) 

 

 # apply non-maxima suppression to suppress weak, overlapping 

 # bounding boxes 

 idxs = cv2.dnn.NMSBoxes(boxes, confidences, MIN_CONF, NMS_THRESH) 

 

 # ensure at least one detection exists 

 if len(idxs) > 0: 

  # loop over the indexes we are keeping 

  for i in idxs.flatten(): 

   # extract the bounding box coordinates 

   (x, y) = (boxes[i][0], boxes[i][1]) 

   (w, h) = (boxes[i][2], boxes[i][3]) 

 

   # update our results list to consist of the person 

   # prediction probability, bounding box coordinates, 

   # and the centroid 

   r = (confidences[i], (x, y, x + w, y + h), centroids[i]) 

   results.append(r) 

 

 # return the list of results 

 return results 

 

 

4.4 social_distancing_config.py: 

 

# base path to YOLO directory 

MODEL_PATH = "yolo-coco" 

 

# initialize minimum probability to filter weak detections along with 

# the threshold when applying non-maxima suppression 

MIN_CONF = 0.3 

NMS_THRESH = 0.3 

 

# boolean indicating if NVIDIA CUDA GPU should be used 

USE_GPU = False 

 

# define the minimum safe distance (in pixels) that two people can be 

# from each other 

MIN_DISTANCE = 50 
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5. SCREEN SHOTS 

 

5.1 INTRODUCTION: 

 The below are the images that shows the input sample video and the output sample 

video processed by the system, here the input sample video is divided into frames and those 

frames are been given as the input and the system is been acted upon those frames and detect 

the social distance between people in each frame and classifies people in violation set as red 

and those who are not in violation set in green. 

 

5.2 Input Sample Frames: 

 

 

 
        Fig. 5.2.1 input sample frame 
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     Fig. 5.2.2 input sample frame 

 

 

 

 
 

    Fig. 5.2.3 input sample frame 
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    Fig. 5.2.4 input sample frame 

 

 

 

 

5.3 Output Processed Sample Frames: 

 

In these output processed sample frames the system processes the and runs yolo on 

each of the input frame and classifies the human subjects, now here it measures the Euclidean 

distance between each of the classified subject’s centroid and verifies whether they are under 

social distance or not, the subjects which tend to follow social distance are in green boxes and 

the ones who don’t are in the red boxes. 
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   Fig. 5.3.1 output processed  sample frame 

 

 

 

 
    Fig. 5.3.2 output processed  sample frame 
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    Fig. 5.3.3 output processed  sample frame 

 

 

 
    Fig. 5.3.4 output processed  sample frame 
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6.TESTING 

 

 

6.1 INTRODUCTION TO TESTING 

The purpose of testing is to discover errors. Testing is the process of trying to discover 

every conceivable fault or weakness in a work product. It provides a way to check the 

functionality of components, subassemblies, assemblies and/or a finished product. It is the 

process of exercising software with the intent of ensuring that the Software system meets its 

requirements and user expectations and does not fail in an unacceptable manner. There are 

various types of tests. Each test type addresses a specific testing requirement.  

 

 

6.2 TYPES OF TESTING 

 

6.2.1 UNIT TESTING 

Unit testing involves the design of test cases that validate that the internal program logic 

is functioning properly, and that program inputs produce valid outputs. All decision branches 

and internal code flow should be validated. It is the testing of individual software units of the 

application .it is done after the completion of an individual unit before integration. This is a 

structural testing, that relies on knowledge of its construction and is invasive. Unit tests perform 

basic tests at component level and test a specific business process, application, and/or system 

configuration. Unit tests ensure that each unique path of a business process performs accurately 

to the documented specifications and contains clearly defined inputs and expected results. 

 

6.2.2 INTEGRATION TESTING 

Integration tests are designed to test integrated software components to determine if 

they actually run as one program. Testing is event driven and is more concerned with the basic 

outcome of screens or fields. Integration tests demonstrate that  

although the components were individually satisfied, as shown by successfully unit testing, the 

combination of components is correct and consistent. Integration testing is specifically aimed 

at exposing the problems that arise from the combination of components. 

 

6.2.3 FUNCTIONAL TESTING 

 

Functional tests provide systematic demonstrations that functions tested are available 

as specified by the business and technical requirements, system documentation, and user 

manuals. 

Functional testing is centered on the following items: 

Valid Input  : identified classes of valid input must be accepted. 

Invalid Input  : identified classes of invalid input must be rejected. 
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Functions  : identified functions must be exercised. 

Output   : identified classes of application outputs must be exercised. 

Systems   : interfacing systems or procedures must be invoked. 

 

Organization and preparation of functional tests is focused on requirements, key 

functions, or special test cases. In addition, systematic coverage pertaining to identifying 

Business process flows; data fields, predefined processes. 

 

 

6.3 TEST CASES 

 

  Test Case is a set of conditions or variables under which a tester will determine whether 

a system under test satisfies requirements or works correctly. The process of developing test 

cases can also help find problems in the requirements or design of an application. The test cases 

are displayed in the Screenshots chapter. The input frames of the input sample video given by 

the CCTV are the sample test cases. 
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7. CONCLUSION 

 

7.1 PROJECT CONCLUSION 

 

In this work, a deep learning-based social distance monitoring framework is presented 

using an overhead perspective. The pre-trained YOLOv3 paradigm is used for human 

detection. As a person's appearance, visibility, scale, size, shape, and pose vary significantly 

from an overhead view, the transfer learning method is adopted to improve the pre-trained 

model's performance. The model is trained on an overhead data set, and the newly trained layer 

is appended with the existing model. To the best of our knowledge, this work is the first attempt 

that utilized transfer learning for a deep learning-based detection paradigm, used for overhead 

perspective social distance monitoring. The detection model gives bounding box information, 

containing centroid coordinates information. Using the Euclidean distance, the pairwise 

centroid distances between detected bounding boxes are measured. To check social distance 

violations between people, an approximation of physical distance to the pixel is used, and a 

threshold is defined. A violation threshold is used to check if the distance value violates the 

minimum social distance set or not. Furthermore, a centroid tracking algorithm is used for 

tracking people in the scene. Experimental results indicated that the framework efficiently 

identifies people walking too close and violates social distancing; also, the transfer learning 

methodology increases the detection model's overall efficiency and accuracy. For a pre-trained 

model without transfer learning, the model achieves detection accuracy of 92% and 95% with 

transfer learning. The tracking accuracy of the model is 95%. 

 

 

7.2 FUTURE ENHANCEMENTS 

 

The work may be improved in the future for different indoor and outdoor environments. 

Different detection and tracking algorithms might be used to help track the person or people 

who are violating or breaching the social distancing threshold. 
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ABSTRACT    
 

The objective of the model is to make the detection of social distance between people who are roaming on the roads 

and the footpaths or anywhere outdoors or in the society easy and more reliable. We know that when a naked 

human eye monitors the, accuracy is considerably low and also a human eye cannot monitor more than one group at 

a time. Therefore this system is introduced to make the process easy, accurate and consistent in monitoring people at 

all times by using 24/7 surveillance cameras. This system is using the YoloV3 (You Only Look Once) which is the 

fastest object detection algorithm and contains several classes of objects for object detection. This algorithm is not 

only used for object detection but also used in finding the position of the object and tracking the movement of the 

object from one position to another. This feature will be used in finding the distance of the objects whose coordinates 

will further help in finding out the distance between each object in real time and determine whether they are 

following social distancing or not. 
 

Keywords: Social Distance, Object Detection Algorithm, YOLO. 
 

INTRODUCTION 

 

The project titled as “Social Distance Predictor” is a Machine Learning based application which trains itself and improves 

every time on new scenarios. This project aims to design a social distance predictor which verifies the distance between two 

or more people is safe and is according to social distance norms provided by the government body. This Project helps 

monitor social distance between people in real time and help admins warn the people at public places. This system is more 

efficient, effective and accurate. At these hard times of covid, this helps in reducing immense man power for monitoring 

people and also drastically increases the accuracy to help people maintain social distance. Covid - 19 is a deadly and a very 

dangerous disease which is causing chaos in every country and every place possible in this world. There have been strict 

rules created by the national body and world organizations to help prevent this deadly virus from spreading into 

communities. One of which is to maintain Social Distance, people must maintain a distance of 1.5 Meters between each 

other in order to maintain social distance. We know that in public places where there is a huge crowd it is difficult to 

monitor people who maintain social distance especially in areas where there is a dense population. In order to do so we 

have created this system which is based on a machine learning model where it measures the social distance between two or 

more people in real time with the help of CCTV Cameras. The live footage from the CCTV cameras will go to the system 

where the system processes the social distance between two people and sends the output video to the admin and thus the 

admin could announce and take preliminary precautions. 

 
Overview  
The ongoing COVID-19 corona virus outbreak has caused a global disaster with its deadly spreading. Due to the absence of 

effective remedial agents and the shortage of immunizations against the virus, population vulnerability increases. In the 

current situation, as there are no vaccines available; therefore, social distancing is thought to be an adequate precaution 

(norm) against the spread of the pandemic virus. The risks of virus spread can be minimized by avoiding physical contact 

among people. The purpose of this work is, therefore, to provide a deep learning platform for social distance tracking using 

an overhead perspective. The framework uses the YOLOv3 object recognition paradigm to identify humans in video 

sequences. The transfer learning methodology is also implemented to increase the accuracy of the model. 

 

MATHEMATICAL FORMULATION 
 

Conf(p)=Pr(p)×IOU(pred,actual) 
 

IoU(pred,actual)=areaBoxT∩BoxP/BoxT∪BoxP.  



International Journal of All Research Education and Scientific Methods (IJARESM), ISSN: 2455-6211 

 Volume 9, Issue 6, June -2021, Impact Factor: 7.429, Available online at: www.ijaresm.com 

 

 
IJARESM Publication, India >>>> www.ijaresm.com Page 1079 

Where; 

  

● Pr(p) indicates whether the person present is in the detected bounding box or not. 

● IoU(pred,actual) determines the Intersection Over Union of the actual and predicted bounding box. 

● where the ground truth box (actual) manually labeled in the training data set is represented with BoxT, and the 

predicted bounding box is displayed as BoxP.  

                                                              

ANALYSIS 
 

The testing results of the social distance framework using a pre-trained model (Redmon & Farhadi, 2018) has been 

visualized. The testing results are evaluated using different video sequences. The people in the video sequences are freely 

moving in the scenes; it can be seen from sample frames that the individual's visual appearance is not identical to the frontal 

or side view. The person's size is also varying at different locations. Since the model only considers human (person) class; 

therefore, only an object having an appearance like a human is detected by a pre-trained model. The pre-trained model 

delivers good results and detects various size person bounding boxes, as shown with green rectangles. 

 

 

 
 

CONCLUSION 

 

In this work, a deep learning-based social distance monitoring framework is presented using an overhead perspective. The 

pre-trained YOLOv3 paradigm is used for human detection. As a person's appearance, visibility, scale, size, shape, and 

pose vary significantly from an overhead view, the transfer learning method is adopted to improve the pre-trained model's 

performance. The model is trained on an overhead data set, and the newly trained layer is appended with the existing 

https://www.ncbi.nlm.nih.gov/pmc/articles/PMC7603992/#bib0175
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model. To the best of our knowledge, this work is the first attempt that utilized transfer learning for a deep learning-based 

detection paradigm, used for overhead perspective social distance monitoring. The detection model gives bounding box 

information, containing centroid coordinates information. Using the Euclidean distance, the pairwise centroid distances 

between detected bounding boxes are measured. To check social distance violations between people, an approximation of 

physical distance to the pixel is used, and a threshold is defined. A violation threshold is used to check if the distance value 

violates the minimum social distance set or not. Furthermore, a centroid tracking algorithm is used for tracking people in 

the scene. Experimental results indicated that the framework efficiently identifies people walking too close and violates 

social distancing; also, the transfer learning methodology increases the detection model's overall efficiency and accuracy. 

For a pre-trained model without transfer learning, the model achieves detection accuracy of 92% and 95% with transfer 

learning. The tracking accuracy of the model is 95%.  
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